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Abstract

The recently developed H.264/AVC video codec with Scalable Video Coding (SVC) extension, compresses non-scalable (single-layer) and scalable video significantly more efficiently than MPEG–4 Part 2. Since the traffic characteristics of encoded video have a significant impact on its network transport, we examine the bit rate-distortion and bit rate variability-distortion performance of single-layer video traffic of the H.264/AVC codec and SVC extension using long CIF resolution videos. We also compare the traffic characteristics of the hierarchical B frames (SVC) versus classical B frames. In addition, we examine the impact of frame size smoothing on the video traffic to mitigate the effect of bit rate variabilities. We find that compared to MPEG–4 Part 2, the H.264/AVC codec and SVC extension achieve lower average bit rates at the expense of significantly increased traffic variabilities that remain at a high level even with smoothing. Through simulations we investigate the implications of this increase in rate variability on (i) frame losses when transmitting a single video, and (ii) on a bufferless statistical multiplexing scenario with restricted link capacity and information loss. We find increased frame losses, and rate-distortion/rate-variability/encoding complexity tradeoffs. We conclude that solely assessing bit rate-distortion improvements of video encoder technologies is not sufficient to predict the performance in specific networked application scenarios.
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I. INTRODUCTION

We study the video traffic generated by the H.264/MPEG–4 Advanced Video Coding standard [1] (H.264/AVC for brevity), also known as H.264/MPEG–4 Part 10, and its recently standardized Scalable Video Coding extension (SVC) [2], [3]. This new video technology is expected to have a broad application domain for wired and wireless video transmission, and storage up to high definition (HD) resolution. Indications of the growing acceptance of H.264/AVC are its adoption in application standards and industry consortia specifications, such as DVB, ATSC, 3GPP, 3GPP2, MediaFLO, DMB, DVD Forum (HD-DVD), and Blu-Ray Disc Association (BD-ROM). At the same time, the introduction of IPTV over high speed access network links is ongoing, e.g., over Ethernet Passive Optical Networks (EPONs)
or ADSL2+/VDSL2, and mobile TV technologies are made widely available. IPTV, mobile TV, and satellite TV are considered key applications that can make H.264/AVC the dominant video encoder in the broadcasting and consumer market.

In general, video can be encoded \(\text{(i)}\) with fixed quantization scales, which results in nearly constant video quality at the expense of variable video traffic (bit rate), or \(\text{(ii)}\) with rate control, which adapts the quantization scales to keep the video bit rate nearly constant at the expense of variable video quality [4]. In order to examine the fundamental traffic characteristics of the H.264/AVC video coding standard, which does not specify a normative rate control mechanism, we focus primarily on encodings with fixed quantization scales (and provide a brief study of encodings with rate control in Section V-D).

An additional motivation for the focus on variable bit rate video encoded with fixed quantization scales is that the variable bit rate streams allow for statistical multiplexing gains that have the potential to improve the efficiency of video transport over communication networks [4]. The development of video network transport mechanisms that meet the strict playout deadlines of the video frames and efficiently accommodate the variability of the video traffic is a challenging problem. A wide array of video transport mechanisms has been developed and evaluated, based primarily on the characteristics of MPEG–2 and MPEG–4 Part 2 encoded video [5], [6]. The widespread adoption of the new H.264/AVC video standard necessitates the careful study of the traffic characteristics of video coded with the new H.264/AVC codec and its extensions. Therefore, it is necessary to examine the new video encoder’s statistical characteristics and compression performance from a communication network perspective. We study the Main profile of the H.264/AVC encoder using long Common Intermediate Format (CIF) 352x288 pixel resolution sequences. Our study of the newest H.264 SVC extension analyzes single-layer (non-scalable) video traffic characteristics of long CIF videos, i.e., although the H.264 SVC single-layer encoding supports temporal scalability, we group the individual temporal layers and consider the aggregate stream.

The bit rate-distortion characteristics of H.264/AVC, H.264 SVC, and MPEG–4 Part 2 have been extensively studied in the literature [1], [7], [8]. In contrast, in the present study, we research the joint characterization of bit rate-distortion and higher order bit rate statistics, such as the variability of the bit rate, as a function of the distortion. First, we perform a detailed analysis of elementary statistics of the video traffic. We study statistics of frame sizes, group of picture (GoP) sizes, frame and GoP qualities, and correlations between frame sizes and qualities. We use bit rate-distortion (RD) and bit rate variability-distortion (VD) curves to compare H.264/AVC and SVC single-layer traffic to the traffic of the MPEG–4 Part 2 [9] encoder, which is the predecessor of H.264/AVC. In addition, we study several GoP structures (including classic B frame prediction and hierarchical B frame prediction) and analyze the impact of frame size smoothing on the video traffic variability.

Our main findings are that H.264/AVC and H.264 SVC single-layer video traffic is significantly more variable than MPEG–4 Part 2 traffic under similar encoding conditions. At the same time, we confirm the significant average bit rate savings. The increased bit rate variability is observed over a wide range of average qualities of the encoded streams and for all tested video sequences. This makes the transport of H.264/AVC and H.264 SVC single-layer traffic more challenging than MPEG–4 Part 2 traffic. Even when frame size smoothing is employed to mitigate the effect of the increased variability, we find that the smoothed traffic is still significantly more variable compared to MPEG–4 Part 2 traffic when the same
smoothing is applied. We simulate two streaming scenarios to quantify the effect of the increased bit rate variability on (i) the frame loss ratio when transmitting a single video stream over a fixed-bandwidth bottleneck link, and (ii) on a basic real-time bufferless statistical multiplexing model. We observe that the increased bit rate variability results in significantly higher frame losses for H.264/AVC encoded streams compared to MPEG–4 Part 2 encoded streams. Secondly, we observe that a significant improvement in bit rate-distortion efficiency does not suffice to conclude that there is an equal gain in the number of supported streams on a link with constrained bandwidth and information loss probability. We find that the increased bit rate variability can lead to insignificant gains in number of supported streams when the additional encoding complexity is taken into consideration. Therefore, we conclude that solely assessing bit rate-distortion improvements of video encoder technologies is not sufficient to predict the performance in certain networked application scenarios, such as statistical multiplexing of streams.

All encodings presented in this study are publicly available as from the video traces library at: http://trace.eas.asu.edu. Frame size video traces [10] are files mainly containing video frame time stamps, frame types (e.g., I, P, or B), encoded frame sizes (in bits), and frame qualities (PSNR). Video traces are employed in simulation studies of the transport of video over communication networks, see e.g., [11]–[15], and as a basis for video traffic models, as for instance in [16]–[24]. Advantages over using regular encoded bit streams in simulations, are the availability of a large number of traces of long and real video sequences, the fact that video traces are not copyrighted, and that only knowledge of basic concepts of video encoding are required. We also provide tools that interface with popular network simulators, resulting in fast and reliable network simulation results, otherwise only available to networking researchers with in-depth video coding expertise and large computational resources for the encoding of many long video sequences with numerous encoding parameters.

This paper is structured as follows. In Section II, we review related work. In Section III, we present a brief overview of the examined video coding standards. In Section IV, we describe the employed video test sequences, encoding tools, and video traffic metrics. In Section V, we study the video traffic statistics for the different encoders and GoP structures considering frame and GoP size statistics, autocorrelations, and frame size smoothing. In Section VI, we examine the implications of the higher traffic variability with the new H.264 and SVC codecs for basic single video stream and multiplexed multiple video stream network transport. We summarize our conclusions in Section VII.

II. RELATED WORK

The traffic characterizations of MPEG-1 and MPEG-4 Part 2 [9] encoded video, examined e.g., in [25]–[30], have formed the basis for a plethora of studies addressing the challenges of modelling the video traffic, see e.g., [16]–[24], and of efficiently transporting the variable bit rate video traffic over networks to meet the playout deadlines of the video frames, see for instance [5], [6], [11]–[15], [31]. To the best of our knowledge, the bit rate variability of H.264/AVC and SVC are for the first time examined in the present study.

Existing studies of the H.264/AVC codec and its extensions, such as [1], [7], [8], focus primarily on the rate-distortion (RD) performance, i.e., the video quality (PSNR) as function of the average bit rate, and typically consider only short video sequences up to a few hundred frames. In contrast, for
the transport over communication networks, the traffic variability is also a key concern. Therefore, we
study the bit rate variability as a function of the video quality or distortion, which we express in the bit
rate variability-distortion (VD) curve. In order to obtain reliable and meaningful statistical estimates of
the traffic variability and other properties, it is necessary to examine long video sequences with several
thousand frames as we do in this study.

We note that for one fixed GoP pattern, a preliminary study [32] briefly compared the bit rate variability-
distortion of the H.264/AVC encoder with the variability of the MPEG–4 Part 2 and MPEG–2 encoders.
In contrast, in this study we comprehensively compare the H.264/AVC encoder, the H.264 SVC encoder,
and the MPEG-4 Part 2 encoder for a range of GoP patterns. In addition, we compare hierarchical B
frames with classical B frames, examine the impact of rate control on the traffic variability, and explore
the implications of the increased variabilities on network transport in this study.

III. MPEG–4 Video Standards

We briefly introduce the state-of-the-art video codecs (encoder/decoder) in the MPEG–4 family and
their applications. MPEG–4 is a family of open international standards that provide tools for the delivery
of multimedia. The tools include codecs for the compression of audio and video, graphics and interactive
features. MPEG–4’s latest video codec is Part 10 or A VC, the Advanced Video Codec, which is also
identically standardized as ITU H.264. The latest standardization effort addressing scalability is the
extension of H.264/AVC called Scalable Video Coding (SVC). In the following sections we briefly
introduce the following video codecs: MPEG–4 Part 2, H.264/AVC, and H.264 SVC.

A. MPEG–4 Part 2

The MPEG–4 Part 2 [9] standard combines tools in profiles, and levels provide a way to limit com-
putational complexity, e.g., by specifying the bit rate. For applications where hardware cost or power
considerations make implementing H.264/AVC difficult, MPEG–4 Part 2 offers the Simple and Advanced
Simple Profile specifications.

The most used profile for streaming video is the Simple Profile (SP). This profile is defined for two-
way and very low complexity receivers, such as wireless videophones. Therefore, the tools are selected by
giving priority to low-delay and low-complexity. SP includes the compression tools to encode I frames and
P frames, 1/2 pixel motion compensation, AC/DC prediction, 4 motion vectors per macroblock (4-MV)
and Unrestricted MV. Furthermore, error-resilience tools are supported.

The Advanced Simple Profile (ASP) was defined with Internet and streaming video in mind. For these
applications the delay is less of an issue and the targeted platforms have high processing power. Therefore,
ASP has tools that allow to improve the quality of video over SP. For example, the ASP profile contains
1/4 pixel motion compensation, B frames, and global motion compensation.

B. H.264/AVC

H.264/AVC represents a big leap in video compression technology with typically a 50% reduction of
average bit rate for a given video quality compared to MPEG–2 and about a 30% reduction compared
with MPEG–4 Part 2 [33]. Block transforms in conjunction with motion compensation and prediction are
still the core of the encoder as in previous standards, but a number of new encoding mechanisms have been added which give a much better performance over previous standards [1].

The H.264/AVC standard defines several profiles. The **Baseline profile** is intended for low-delay applications, low processing power platforms, and for high packet loss environments. The **Main profile** encompasses all tools for achieving high coding efficiency for high bit rate applications. The **Extended profile** is meant for error-resilient streaming applications. The FRExt amendment adds four **High profiles**: High (HP), High 10 (Hi10P), High 4:2:2 (Hi422P), and High 4:4:4 (Hi444P) [7], [34]. The High profile has improved tools which can result in up to 10% compression gains over the Main profile and up to 59% over MPEG–2 for High Definition video with only a small increase in computational complexity compared to the Main profile. Recently, five additional profiles have been added for professional applications, e.g., supporting intra-only encoding.

A major improvement is the introduction of the entropy coding scheme Context Adaptive Binary Arithmetic Coding (CABAC), which typically gives 10–15% bit rate savings [33] over previous variable length coding schemes used in MPEG–2/4. Since arithmetic coding is compute intensive, the Main profile also supports a scheme called Context Adaptive Variable Length Coding (CA VLC), which is an improved version of older variable length coding schemes. Other new normative tools include spatial intra frame prediction which predicts a region of a given frame from other regions of the same frame, a new integer transform which significantly reduces ringing artifacts, and an adaptive in-loop deblocking filter which reduces artifacts [33]. H.264/AVC also introduces a new tool called **Variable Block sizes** which introduce a different number of square and rectangular macroblock sizes, such as $(4 \times 4)$, $(8 \times 8)$, and $(16 \times 8)$ pixels. These different block sizes permit selecting the optimal block size for motion compensation and prediction. H.264/AVC also uses Lagrangian based rate-distortion optimization [33].

In previous standards, one reference frame (I or P) from the past for prediction of P frame blocks was allowed, and one reference frame (I or P) from the past and one reference frame (I or P) from the future for prediction of B frame blocks were allowed, whereby the blocks from these past and future reference frames were weighted equally to form the predicted B frame block. Similarly, for prediction of a B frame block in H.264/AVC, two blocks are selected from the reference frames; however, there are two lists that each can contain multiple reference frames. One block is selected from a frame in each of the two reference lists and these blocks can be weighted unequally [35].

**C. H.264 SVC**

In 2007, the SVC scalability extension [2], [3] has been added to the H.264/AVC standard. The SVC extension provides temporal scalability, coarse (CGS), medium (MGS), and SNR scalability in general, spatial scalability, and combined spatio-temporal-SNR scalability (restricted set of spatio-temporal-SNR points can be extracted from a global scalable bit stream).

In the following, we discuss the concept of hierarchical B frames in more detail, since our study refers to this concept repeatedly. SVC’s temporal scalability is built on the hierarchical prediction concept for B frames. The introduction of hierarchical B frames has allowed the H.264 SVC encoder to achieve temporal scalability while at the same time improving RD efficiency compared to the classical B frame prediction.
method employed by the older MPEG standards (MPEG–1/2/4-Part 2) and by default in H.264/AVC. In Fig. 1, we illustrate both concepts for predicting B frames.

Hierarchical B frames are an important new concept that was first introduced in H.264/AVC using generalized B frames and was later found to be the best method to build the Scalable Video Coding (SVC) extension on. Hence, the H.264 SVC encoded single-layer stream is decodable by existing H.264/AVC decoders. The scalability modes do require new SVC capability, with the supported modes depending on the applications or equivalently on the H.264 SVC profiles. In this description we do not go into detail about low-delay or constrained delay B frame prediction structures. We refer to [3] for a detailed discussion and further reading.

Fig. 1(a) depicts the classical B frame prediction structure, where each B frame is predicted only from the preceding I or P frame and from the subsequent I or P frame. Other B frames are not referenced since this is not allowed by video standards preceding H.264/AVC. This restriction is lifted in the generalized B frame paradigm that was first introduced in the H.264/AVC standard. Fig. 1(b) depicts the hierarchical B frame structure which uses B frames for the prediction of B frames. The illustrated case is the dyadic hierarchy of B frames, meaning that the number of B frames \( n \) in between the key pictures (I or P frames) equals \( n = 2^k - 1, \ k = 1, 2, 3, \ldots \). The hierarchy with 3 B frames (I frame period is 16) is depicted in Fig. 1(b). In this example, the frame sequence is \( I_0 B_2 B_1 B_2 P_0 B_2 B_1 B_2 P_0 B_2 B_1 B_2 \), where the index represents the temporal layer number.

The coding efficiency of hierarchical B frames depends on the number of hierarchical B frames (temporal levels) and on the choice of quantization parameters for each B frame. Therefore, H.264 SVC introduces cascading quantizers which assign a higher quantization parameter value (lower quality) to B frames belonging to higher temporal layers. This concept is based on the insight that the lowest temporal layer 0 requires higher quality than the next temporal layer, since all other predictions depend on it. The quality of each subsequent temporal layer can be gradually reduced since fewer layers depend on it. Apparently the quality fluctuation that is introduced within a GoP is not subjectively noticeable by human observers, as studied by the standard committee.

IV. Video Sequences, Encoding Tools, and Video Traffic Metrics

A. Video Sequences

The CIF video sequences used for the statistics presented in this study are the ten minute Sony Digital Video Camera Recorder demo sequence (17,682 frames at 30 frames/sec), which we refer to as Sony Demo sequence, the first half hour of the Silence of the Lambs movie (54,000 frames at 30 frames/sec), the Star Wars IV movie (54,000 frames at 30 frames/sec), and the first hour of the Tokyo Olympics video (133,128 frames at 30 frames/sec). We also use about 30 minutes of the NBC 12 News (49,523 frames at 30 frames/sec), including the commercials. The video sequences Silence of the Lambs, Star Wars IV, Tokyo Olympics, and NBC 12 News can respectively be described as drama/thriller, science fiction/action, sports, and news video. Due to space constraints, we present in Sections V-B and V-C only illustrative plots for encodings with Silence of the Lambs and in Section V-E only illustrative plots for Silence of the Lambs and Star Wars IV. The corresponding plots for the other video sequences are available in [36].
Fig. 1. B frame prediction structures.

B. Encoding Tools

We decoded the original DVD sequences into the uncompressed YUV format using the MEncoder tool and used this tool to downsample to the CIF resolution (352 × 288 pixels). We employ the JM reference software (version 10.2), which is the official MPEG and ITU reference implementation for the H.264/AVC Main profile, the MPEG–4 Part 2 Microsoft v2.3.0 software, and the SVC reference software named JSVM (version 5.9).

C. Video Traffic Metrics

Here we provide a brief overview of essential video traffic metrics. For a video sequence consisting of $M$ frames encoded with a given quantization scale, we let $X_m$ ($m = 1, \ldots, M$) denote the sizes [bits] of the encoded video frames. The mean frame size $\bar{X}$ [bits] of the encoded video sequence is defined as

$$
\bar{X} = \frac{1}{M} \sum_{m=1}^{M} X_m,
$$

(1)
while the variance $S_X^2$ of the frame sizes ($S_X$ is the standard deviation [bits]) is defined as

$$S_X^2 = \frac{1}{(M-1)} \sum_{m=1}^{M} (X_m - \bar{X})^2. \quad (2)$$

The coefficient of variation of frame sizes [unit free] is defined as

$$CoV_X = \frac{S_X}{\bar{X}} \quad (3)$$

and is widely employed as a measure of the variability of the frame sizes, i.e., the bit rate variability of the encoded video. Plotting the $CoV$ as a function of the quantization scale (or equivalently, the PSNR video quality) gives the rate variability-distortion (VD) curve [30]. Alternatively, the peak-to-mean (Peak/Mean or $PtM$) ratio of the frame sizes is commonly used to express the traffic variability. If $X_{\text{max}}$ is the maximum size of all $M$ frames, then the peak-to-mean frame size ratio $PtM_X$ [unit free] is defined as

$$PtM_X = \frac{X_{\text{max}}}{\bar{X}}. \quad (4)$$

If each video frame is transmitted during one frame period $T$ (e.g., 33 ms for 30 frames/s), then the bit rate $R_m$ [bits/s] required to transmit frame $X_m$ is

$$R_m = \frac{X_m}{T}, \quad (5)$$

and analogously, the peak bit rate $R_{\text{max}}$ [bits/s] is defined as

$$R_{\text{max}} = \frac{X_{\text{max}}}{T}. \quad (6)$$

We define a Group of Pictures (GoP) of an encoded video stream as one I frame and all subsequent P and B frames before the next I frame in the stream. The size of GoP $n$ is denoted by $Y_n$ ($n = 1, \ldots, M/N$) [bits] and equals the sum of the $N$ frames that belong to the GoP. The mean GoP size $\bar{Y}$ [bits] is defined as

$$\bar{Y} = \frac{1}{M/N} \sum_{n=1}^{M/N} Y_n, \quad (7)$$

and if $Y_{\text{max}}$ is the maximum of all GoP sizes $Y_n$, then the peak-to-mean GoP size ratio $PtM_Y$ [unit free] is defined as

$$PtM_Y = \frac{Y_{\text{max}}}{\bar{Y}}. \quad (8)$$

The coefficient of variation of GoP sizes is

$$CoV_Y = \frac{S_Y}{\bar{Y}}. \quad (9)$$

We use the Peak Signal-to-Noise Ratio (PSNR) as the objective measure of the quality of a reconstructed video frame $R(x, y)$ with respect to the uncompressed video frame $F(x, y)$. The larger the difference between $R(x, y)$ and $F(x, y)$, or equivalently, the lower the quality of $R(x, y)$, the lower the PSNR value. The PSNR is expressed in decibels [dB] to accommodate the logarithmic sensitivity of the human visual system. The PSNR is typically obtained for the luminance video frame and in case of a $N_x \times N_y$ frame consisting of 8-bit pixel values, it is computed as a function of the mean squared error ($MSE$) as

$$MSE = \frac{1}{N_x \cdot N_y} \sum_{x=0}^{N_x-1} \sum_{y=0}^{N_y-1} [F(x, y) - R(x, y)]^2, \quad (10)$$
\[ PSNR = 10 \cdot \log_{10} \frac{255^2}{MSE}. \]  

We denote the PSNR quality of a video frame \( m \) by \( Q_m \) and define the average PSNR quality \( \bar{Q} \) of a video sequence as

\[ \bar{Q} = \frac{1}{M} \sum_{m=1}^{M} Q_m. \]

The coefficient of quality variation is defined as

\[ CoQV = \frac{S_Q}{\bar{Q}}. \]

For a detailed definition of all statistics used in this study, we refer to [28].

V. TRAFFIC ANALYSIS

We compare H.264/AVC, H.264 SVC, and MPEG-4 Part 2 single-layer video traffic using several GoP structures. We note that the B frame prediction structure of SVC, named hierarchical B frames (see Section III-C), differs from the classic B frame prediction structure which is by default employed by H.264/AVC and MPEG-4 Part 2. However, H.264/AVC also supports hierarchical B frames and therefore, SVC single-layer encoding is compatible with H.264/AVC encoding. Hence, our single-layer comparison between H.264/AVC and SVC is equivalent to a comparison between the classical B frame prediction and hierarchical B frames.

A. Encoding Setup

In the subsequent experiments, we employ four different GoP structures, namely \( \text{IBPBPBBPBBBP} \) (16 frames, with 1 B frame per I/P frame), which we denote by \( G_{16-B1} \), \( \text{IBBBPBBBPBBBPBBP} \) (16 frames, with 3 B frames per I/P frame) denoted by \( G_{16-B3} \), \( \text{IBBBBBBBPBBBPBB} \) (16 frames, with 7 B frames per I/P frame) denoted by \( G_{16-B7} \), and \( \text{IBBBBBBBBBBBBB} \) (16 frames, with 15 B frames per I frame) denoted by \( G_{16-B15} \). In the context of SVC, these four GoP structures are respectively designated by their “GoP size” which is the number of hierarchical B frames plus one key picture, either of type I or P. Hence, \( G_{16-B1} \) has GoP size 2, \( G_{16-B3} \) has GoP size 4, \( G_{16-B7} \) has GoP size 8, and \( G_{16-B15} \) has GoP size 16. In the following, we employ our own GoP structure notation to emphasize the repetitive I-P-B frame type patterns in the encodings and to avoid confusion. These four GoP structures are natural structures for hierarchical B frames and allow us to compare the three encoders based on identical underlying GoP patterns.

We employ the H.264/AVC encoder in the Main profile with all compression tools enabled, as specified in Section III-B, i.e., using variable block sizes, three reference frames for the past and the future, referenced B frames, P and B frame weighted prediction, CABAC, and rate-distortion optimization (RDO). We designate these settings by “Full-RDO”. The H.264 SVC settings are similar.

We use the MPEG-4 Part 2 encoder in the Advanced Simple profile (ASP) to encode the sequences, for comparison with the H.264/AVC encodings. This ASP profile adds B frames to the Simple profile. We employ half pixel motion compensated prediction; RDO is not supported by the reference encoder implementation. The MPEG-4 Part 2 encoder uses one reference frame for the past and one for the future, and \( 16 \times 16 \) blocks for motion estimation that can be split into \( 8 \times 8 \) blocks.
B. GoP Structure Comparison

Selected RD graphs for the *Silence of the Lambs* sequence encoded with H.264/AVC, H.264 SVC, and MPEG-4 Part 2 are depicted in Fig. 2(a), (c), and (e). Each figure depicts the RD curves for all GoP structures for a particular encoder. We observe that the H.264/AVC encoder achieves the best RD performance for GoP structure *G16-B3* with almost coinciding RD curves. For the MPEG-4 Part 2 encoder the RD efficiency decreases significantly with increasing number of B frames in the GoP structures. Contrary to these two encoders, the H.264 SVC encoder achieves best RD performance for the *G16-B15* GoP structure and lowest for *G16-B1*. From RD comparison plots between all three encoders, not included due to space constraints, we find that for GoP structure *G16-B1*, H.264/AVC and H.264 SVC have comparable RD performance. However, H.264 SVC increasingly outperforms H.264/AVC for GoP structures *G16-B3* to *G16-B15*.

In addition to the RD graphs, the VD graphs are provided in Fig. 2(b), (d), and (f). From the H.264/AVC figure, we observe that the bit rate variability increases from GoP structure *G16-B1* to *G16-B3*, and then decreases for *G16-B7* and *G16-B15*, with the latter having a lower variability than *G16-B1*. For the MPEG-4 Part 2 encodings, the highest rate variability occurs for *G16-B1* and decreases with increasing number of B frames. On the contrary, for the H.264 SVC encoder the highest variability occurs for the *G16-B15* GoP structure and gradually decreases with decreasing number of B frames. For the GoP structures *G16-B3* to *G16-B15*, the variabilities of the SVC encodings are significantly higher than for H.264/AVC, with values around 3.0 for the *Silence of the Lambs* and even surpassing this high level for *Sony Demo* [36].

These observed RD and VD behaviors as a function of GoP structures, are explained as follows. First, there is some influence of the choices of quantization parameters for each frame type (I, P, or B). For the H.264/AVC encodings, the quantization parameter of the B frames is set two units larger than the parameters for the I and P frames (which are equal), while for the MPEG-4 Part 2 encodings we set all quantization parameters equal for all frame types. H.264 SVC employs a complex, but deterministic assignment of quantization parameters to frames belonging to the temporal layers (cascading of quantization parameters), with the lowest QPs (highest quality) assigned to frames belonging to the temporal base layer and gradually higher QPs (lower quality) assigned to frames of higher temporal layers. Second, H.264 SVC uses a hierarchical reference frame structure (dyadic) inside each GoP that is completely different from the reference frame structure employed by the other two encoders. Both reasons, cascading QP assignments and hierarchical B frame structure, are the cause of the significantly different behavior of the RD and VD curves of the H.264 SVC encoder as a function of the GoP structures compared to the other encoders. Furthermore, we observe that the better the RD performance of a particular GoP structure, the higher the corresponding traffic variability.

C. Frame Size and GoP Size Statistics

We summarize key frame size and GoP size statistics in Table I by reporting the minimum, mean, and maximum across the five considered video sequences for the various statistical measures. We group H.264/AVC, H.264 SVC, and MPEG-4 Part 2 results for selected quantization scales that provide similar minimum to maximum ranges (across the five sequences) of the mean PSNR frame qualities $\bar{Q}$ (30–35 dB, 35–40 dB, and 40–45 dB) to facilitate the comparison of the statistical measures across encoders. (We
TABLE I: Overview of frame size, GoP size, bit rate, and quality statistics

<table>
<thead>
<tr>
<th>Encoding Mode</th>
<th>Compr.</th>
<th>Frame Size</th>
<th>Bit Rate</th>
<th>GoP Size</th>
<th>Frame Quality</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>Peak/M.</td>
<td>CoV/M.</td>
<td>Mean</td>
<td>Peak/M.</td>
</tr>
<tr>
<td>G16B3F22</td>
<td>Min</td>
<td>1.296</td>
<td>5.057</td>
<td>7.994</td>
<td>0.311</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>1.215</td>
<td>4.513</td>
<td>0.110</td>
<td>0.293</td>
</tr>
<tr>
<td></td>
<td>Max</td>
<td>1.339</td>
<td>4.530</td>
<td>0.131</td>
<td>0.301</td>
</tr>
<tr>
<td>G16B3SV42</td>
<td>Mean</td>
<td>1.286</td>
<td>4.287</td>
<td>0.121</td>
<td>0.293</td>
</tr>
<tr>
<td></td>
<td>Max</td>
<td>1.324</td>
<td>4.320</td>
<td>0.131</td>
<td>0.301</td>
</tr>
<tr>
<td>G16B3FRC2</td>
<td>Min</td>
<td>1.254</td>
<td>4.287</td>
<td>0.121</td>
<td>0.293</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>1.272</td>
<td>4.287</td>
<td>0.121</td>
<td>0.293</td>
</tr>
<tr>
<td></td>
<td>Max</td>
<td>1.312</td>
<td>4.320</td>
<td>0.131</td>
<td>0.301</td>
</tr>
<tr>
<td>G16B3FRC3</td>
<td>Min</td>
<td>1.267</td>
<td>4.287</td>
<td>0.121</td>
<td>0.293</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>1.285</td>
<td>4.287</td>
<td>0.121</td>
<td>0.293</td>
</tr>
<tr>
<td></td>
<td>Max</td>
<td>1.324</td>
<td>4.320</td>
<td>0.131</td>
<td>0.301</td>
</tr>
</tbody>
</table>

refer to [36] for the detailed statistics for all sequences.) We provide statistics for GoP structure G16-B3 and also for GoP structure G16-B15 for the SVC encoder, since SVC has best RD efficiency for G16-B15 among all four GoP structures. The SVC statistics for G16-B3 allow for a comparison across encoders between classical and hierarchical B frames based on identical GoP structures, eliminating influences of
different numbers of P and B frames within the GoPs. In the first column of each table the encoding mode is specified as the GoP structure, e.g., $G16B3$, followed by a code representing the encoder ($F$ for H.264/AVC with Full-RDO, $SV$ for H.264 SVC, and $Mp$ for MPEG–4 Part 2), and ending with the quantization scale.

For each average PSNR quality range, we observe the much higher compression ratios, or equivalently smaller average frame sizes and bit rates, obtained with the H.264/AVC, and H.264 SVC encoders compared to the MPEG–4 Part 2 encoder, as well as the significantly higher coefficient of variation $CoV$ and peak-to-mean $PtM$ values. The $CoV$ and $PtM$ values of the GoP sizes are significantly lower than the values of the frame sizes. We provide a detailed analysis of smoothing on frame size statistics in Section V-E. In the following, we provide plots to illustrate the statistical properties of the $G16-B3$ encodings of Silence of the Lambs for relatively high quality settings ($QP = 24$ for H.264/AVC, $QP = 28$ for H.264 SVC, and $q = 4$ for MPEG–4 Part 2) and relatively low quality settings ($QP = 38$ for H.264/AVC, $QP = 42$ for H.264 SVC, and $q = 28$ for MPEG–4 Part 2). We have chosen these particular settings, because the corresponding average video qualities of the Silence of the Lambs encodings are very close for all three encoders.

Fig. 3 depicts frame sizes as a function of frame number $m$. We observe that the frame sizes have similar behaviors for all encodings with peaked and smoothed traffic for approximately the same indices, which is related to the video content, with peak values occurring for frames that are harder to compress. The MPEG–4 Part 2 traces overall have larger frame sizes than the H.264/AVC and SVC encodings, except for a few peaks in the H.264/AVC and H.264 SVC plots that exceed the corresponding peaks in the MPEG–4 Part 2 plots. The coefficient of variation is harder to observe visually, but one can estimate the observed average frame sizes and compare with the peak values. The average frame size values of the MPEG–4 Part 2 encodings appear to be higher compared to the peaks than for H.264/AVC and SVC encodings, hence the higher variability of the latter two. For each encoder, we observe that the variability is higher for the low video quality compared to the high quality.

In Fig. 4 we present histograms of the frame sizes which are plotted up to the maximum frame sizes, which are 31,061, 8,291, 29,044, 7,104, 35,555, and 5,702 Bytes in Fig. 4(a)–(f), respectively. We observe that H.264/AVC and SVC encodings have narrower histograms with longer tails than the MPEG–4 Part 2 encodings. This is the case both for low and high qualities. This resembles the higher energy compaction property of the H.264 encoders, or equivalently, their better compression efficiency. The GoP size histograms of the H.264/AVC and SVC encoders, not included due to space constraints, exhibit similar narrowness compared to MPEG–4 Part 2.

In Fig. 5, we plot the autocorrelation coefficient of the frame sizes as a function of the lag in frames. The frame size autocorrelation is a “comb of spikes” superimposed on a slowly decaying curve. The larger peaks occur for lags that are multiples of 16, i.e., the I frame period, and are the result of the correlation of the large I frames with each other and also the P frames, and to a lesser extent the B frames. The three smaller peaks in between the larger peaks are the result of the correlation of the I and the P frames with each other. For other lag values, the I or P frames are correlated with the B frames, resulting in relatively small autocorrelation. We observe that the decay of the autocorrelation curves is somewhat faster for the high qualities than for the low qualities. The decay of the MPEG–4 Part 2 encodings is much faster than
for the H.264/AVC and SVC autocorrelations. Small negative autocorrelation values appear for large lags and are the result of signal symmetries around the average frame size. Representative GoP size sequence autocorrelation plots are provided in Fig. 6. None of the curves have an exponential decay, indicating the presence of long range dependencies.

D. Impact of Rate Control on Rate Variabilities

So far we have focused on open-loop variable bit rate encoding, which allows us to examine the pure impact of video encoding technologies on traffic statistics. Nevertheless, often rate control algorithms are used to adapt the bit rate of a video stream towards a specified target bit rate. Studying rate controlled video traffic implies the selection of a particular algorithm [37], and hence dependency of the traffic analysis on this algorithm. With these limitations in mind, we provide rate control results for comparison with the variable bit rate statistics of MPEG–4 Part 2 and H.264/AVC encodings provided in Table I.

We consider the TM5 rate control technique for MPEG–4 Part 2 encodings and the rate control algorithm of the JM 12.2 reference software for H.264/AVC encodings [37]. We set the target bit rates for each sequence equal to the mean bit rates of the corresponding variable bit rate encodings with GoP structure G16-B3. Table I summarizes the traffic statistics, whereby FRC means H.264/AVC with rate control and MpRC means MPEG–4 Part 2 with rate control. The H.264/AVC rate control achieved all target rates quite accurately for all sequences, while TM5 mostly achieved its target rates within a small margin.

We first observe from Table I that the mean CoV and PtM of the frame sizes as well as the CoQV values with rate control are typically larger than the corresponding metrics without rate control. On the other hand, the mean CoV of the GoP sizes with rate control is typically smaller than without rate control. Furthermore, the maximum CoV and PtM values for frame and GoP sizes, are typically significantly larger for the rate controlled traffic, while the minimum CoV and PtM values are smaller for GoP sizes with rate control. These observations can be explained by the long video sequences with many scene changes that make prediction of rates by the control algorithm more challenging, resulting in larger maximum CoV and PtM. Moreover, the larger time horizons, such as GoP lengths, that the rate control algorithms work on to achieve the target bit rate, and the different treatment of I, P, and B frames to maintain compression efficiency, result in widely varying individual frame sizes and qualities.

From this brief rate control experiment, we conclude that rate control has very limited effectiveness in mitigating the observed increases of the bit rate variabilities between MPEG–4 Part 2 and H.264/AVC. We leave a detailed analysis of rate control for future work.

E. Frame Size Smoothing

In order to mitigate the effect of variable video frame sizes on network transport, a wide variety of frame size smoothing mechanisms have been developed and studied in the context of the MPEG–4 Part 2, H.263, and preceding codecs, see for instance [38]–[45]. In this section, we examine the fundamental impact of frame size smoothing on H.264/AVC, H.264 SVC, and MPEG–4 Part 2 traffic by considering the elementary smoothing of the frames over non-overlapping blocks of a frames each. More specifically, with the aggregation level a, the sizes of a consecutive frames are averaged, and transmitted at the
corresponding average bit rate across a network. Given the original (unsmoothed) frame size sequence \( X_m \) \((m = 1, \ldots, M)\), we obtain the smoothed frame sizes

\[
Y_n = \frac{1}{a} \sum_{m=(n-1)a+1}^{na} X_m
\]

for \( n = 1, \ldots, M/a \) and examine their CoV.

To illustrate the effect of frame size smoothing on the bit rate variability, we plot the VD curves of both the unsmoothed and the smoothed (denoted by \( \text{sm} \) in the figures) H.264/AVC, SVC, and MPEG–4 Part 2 video traffic of selected Silence of the Lambs and Star Wars IV encodings in Figs. 7 and 8. The traffic is smoothed over respectively \( a = 2 \) and \( a = 8 \) frames. From Figs. 7 and 8, and VD plots of other encodings [36], we observe that the variability of the H.264/AVC and SVC traffic smoothed over two frames is significantly higher than the unsmoothed MPEG–4 Part 2 traffic for all sequences and all GoP structures, except for \( G16-B1 \) [36]. For the latter, the variability of the smoothed traffic is partially higher and partially lower than the unsmoothed MPEG–4 Part 2 traffic. However, it is always higher than the variability of the MPEG–4 traffic smoothed over two frames. More smoothing (achieved with larger \( a \)) of the H.264/AVC and SVC traffic lowers the variability, however, for the same smoothing the MPEG–4 traffic variability also drops and stays well below the smoothed H.264/AVC, and SVC traffic. In some cases, such as for the Silence of the Lambs sequence with GoP structure \( G16-B15 \) [36], the variability of the H.264/AVC, and SVC traffic smoothed over eight frames is still higher than or comparable to the unsmoothed MPEG–4 Part 2 traffic.

These encoding results illustrate the significantly higher bit rate variability of H.264/AVC and H.264 SVC video traffic compared to MPEG–4 Part 2 video traffic, even when frame size smoothing is applied. This increased rate variability must be taken into account and its impact evaluated when using existing network protocols and mechanisms for streaming H.264/AVC and H.264 SVC encoded video.

**F. Quality and Correlation Statistics**

Next, we analyze the video quality of our encodings. We use the PSNR as our quality metric, which is overall a good measure of video frame quality and is easy to compute for large numbers of long video encodings. For a detailed specification of the statistics used in this section, we refer to [28]. We focus on the luminance component in our analysis.

We observe from Table I for all three encoders that the mean PSNR \( \bar{Q} \) decreases as the quantization parameter used in the encodings increases. This is expected for decreasing bit rates. Conversely, the coefficient of quality variation \( \text{CoQV} \) increases when the video quality decreases. This means that the relative quality fluctuations are larger and more visible when the video quality is low. The same observations are valid on the GoP level. (The GoP quality metrics are not included in Table I due to space constraints.) Furthermore, we found that the values of the coefficient of quality variation on the GoP level are close to the values on the frame level. However, from an examination of the quality ranges (difference between highest and lowest PSNR frame quality) we found a distinction between the frame level and the GoP level, with the latter ranges being consistently smaller. These trends are independent of the GoP structures.
The report [36] also presents the frame size–PSNR quality correlation coefficients $\rho_{XQ}$, as well as the corresponding correlation coefficient $\rho_{XQ}^{(G)}$ for the GoP aggregation level. In summary, we found that there exists a general trend that the magnitude of $\rho_{XQ}$ on the frame level decreases as the quality decreases. On the GoP level, the magnitude of $\rho_{XQ}^{(G)}$ tends to be higher than on the frame level and tends to increase with decreasing quality for the H.264/AVC encodings. Conversely, for the MPEG–4 Part 2 encodings, the GoP level magnitudes tend to decrease with decreasing video quality as do the frame level magnitudes. This is an interesting distinction between both encoders.

VI. IMPLICATIONS OF INCREASED RATE VARIABILITIES

In the previous sections, we focused on the statistical characterization of the single-layer (non-scalable) video traffic as generated by the H.264/AVC (classical B), H.264 SVC (hierarchical B), and MPEG–4 Part 2 (classical B) encoders. We observed the improved rate-distortion (RD) efficiency of hierarchical B frames (H.264 SVC) compared to the classical B frames (H.264/AVC), and a tremendous RD improvement over MPEG–4 Part 2. However, together with this increase in RD efficiency, the bit rate variability, measured in the coefficient of variation and the peak-to-mean ratio of the frame and GoP sizes, increases significantly. Therefore, in this section we investigate the implications of this increase in rate variability with two simulation studies. In the first study, we examine the frame losses by comparing the transport of a single stream encoded with H.264/AVC or MPEG–4 Part 2. In our second study, we assess the impact of increased rate variability in a bufferless statistical multiplexing scenario.

A. Implications for Frame Loss Ratio

1) Encoding Setup: Ten different half hour video sequences, namely *Silence of the Lambs*, *Star Wars IV*, *Indiana Jones*, *Citizen Kane*, *Die Hard*, *The Firm*, *Terminator 1*, *Gandhi*, *Tokyo Olympics*, and *NBC News* were encoded with H.264/AVC and MPEG–4 Part 2 with GoP structure of $G_{16-B3}$ in CIF resolution as in the previous sections.

2) Results and Discussion: We evaluate the frame loss ratio, i.e., number of frames dropped in the network to the number of transmitted frames, through NS–2 [46] simulations. We consider a basic network configuration consisting of a video source and a sink connected by two routers in series. Each router had a queue set to 100 packets in NS–2 and employed drop tail queueing. There was a 10 ms propagation delay on all links. Each video frame was transmitted in one packet, which was dropped if it did not fit into the remaining free router buffer space. For a given video sequence, streams of approximately the same average PSNR quality were selected. The bandwidth of the bottleneck link between the two routers was set to a link factor times the average bit rate of the selected streams, to normalize the difference in bit rates which are significantly different for the two standards. In Table II, a link factor of 1 corresponds to the bandwidth of the bottleneck link being equal to the average bit rate of the considered stream. Link factors 1.1, 1.2 etc., correspond to increasing bandwidth of the bottleneck link.

Table II presents the mean of the frame loss ratio across all ten sequences for H.264/AVC and MPEG-4 Part 2 as well as the mean difference between these two frame loss ratios and the 90% confidence interval on the mean difference. We observe that in the considered transmission scenarios, H.264/AVC encoded streams experience larger frame loss ratios than MPEG-4 encoded streams and that this difference between H.264/AVC and MPEG-4 Part 2, which is statistically significant, decreases with increasing link factor.
TABLE II
FRAME LOSS RATIOS FOR TRANSMITTING SINGLE STREAM OVER BOTTLENECK LINK WITH RATE SET TO LINK FACTOR TIMES AVERAGE BIT RATE OF ENCODED STREAM.  

<table>
<thead>
<tr>
<th>Link Factor Mean</th>
<th>Mean</th>
<th>Var.</th>
<th>Var.</th>
<th>Mean</th>
<th>Var.</th>
<th>90% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>H.264/A VC</td>
<td>MPEG–4 Part 2</td>
<td>Difference</td>
<td>HalfWidth</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>0.158</td>
<td>0.0018</td>
<td>0.108</td>
<td>0.0003</td>
<td>0.050</td>
<td>0.0021</td>
</tr>
<tr>
<td>1.1</td>
<td>0.127</td>
<td>0.0017</td>
<td>0.079</td>
<td>0.0003</td>
<td>0.048</td>
<td>0.0021</td>
</tr>
<tr>
<td>1.2</td>
<td>0.102</td>
<td>0.0017</td>
<td>0.056</td>
<td>0.0003</td>
<td>0.045</td>
<td>0.0020</td>
</tr>
<tr>
<td>1.3</td>
<td>0.084</td>
<td>0.0014</td>
<td>0.041</td>
<td>0.0002</td>
<td>0.042</td>
<td>0.0017</td>
</tr>
<tr>
<td>1.4</td>
<td>0.070</td>
<td>0.0011</td>
<td>0.030</td>
<td>0.0001</td>
<td>0.039</td>
<td>0.0013</td>
</tr>
<tr>
<td>1.5</td>
<td>0.058</td>
<td>0.0009</td>
<td>0.021</td>
<td>0.0000</td>
<td>0.037</td>
<td>0.0010</td>
</tr>
</tbody>
</table>

B. Implications for Statistical Multiplexing

1) Experimental Setup: We investigate a basic real-time frame-based video streaming scenario modeled by a bufferless statistical multiplexer [30], [47]–[50]. In this model, a channel with bandwidth capacity \( C \) connects a video server with a bufferless statistical multiplexer to \( J \) receivers. Each video frame is transmitted during one frame period \( T \) (e.g., 33 ms for a frame rate of 30 frames/s). If the frame size equals \( X_m(j) \) bits, with \( m \) denoting the frame index and \( j \) the stream index, then the bit rate required to transmit frame \( m \) of stream \( j \) is given by \( X_m(j)/T \). If frame \( m \) of each stream \( j \) \( (j = 1, \ldots, J) \) is statistically multiplexed onto the channel, then the aggregated bit rate is given by \( R = \sum_{j=1}^{J} X_m(j)/T \). In each experiment, we stream \( J \) identical video sequences, however, for each stream the starting phase is randomly selected according to a uniform distribution over all frames \( m \) \( (m = 1, \ldots, M) \) of this one sequence [10], [48]. The streams are wrapped around to obtain streams of equal lengths. We define this basic real-time video streaming scenario to provide a “ground truth” for studying the implications of the bit rate variabilities. We could have chosen a complex streaming scenario with several routers, buffers, aggregated traffic consisting of diverse video streams (content) and data cross traffic, etc., however, this would introduce “arbitrary” parameters that influence the outcome of the experiment.

In our simulations, we measure the information loss probability [48], [49], i.e., the information loss (bits) that occurs when the aggregated bit rate \( R \) exceeds the channel capacity \( C \), and is given by:

\[
P_{\text{loss}}^{\text{info}} = \frac{E[(R - C)^+ \times T]}{E[R \times T]} = \frac{E[(R - C)^+]}{E[R]},
\]

where \([x]^+ = \max(0, x)\). The goal of the first set of simulations is to estimate the maximum number of video streams \( J_{\text{max}} \) that can be accommodated by the link capacity \( C \), while constraining the information loss probability to a value smaller than \( \epsilon \). We consider \( \epsilon = 10^{-5} \) and \( \epsilon = 10^{-3} \), and set \( C = 20 \) Mbps. Many independent replications of each simulation were run until the 90% confidence interval of the information loss probability estimate was less than 10% of the corresponding sample mean. In the second set of simulations, we estimate the minimum link capacity \( C_{\text{min}} \) that accommodates a prescribed number of streams \( J \) while keeping the information loss probability smaller than a specified information loss probability \( \epsilon \), which we set to \( \epsilon = 10^{-5} \). For each \( C_{\text{min}} \) estimate we perform 500 runs, each consisting of 1000 independent video streaming simulations.

We consider the five long CIF sequences described in Section IV, and encode them with H.264/AIDS using GoP structure \( G16-B3 \), with H.264 SVC using GoP structure \( G16-B15 \), and with MPEG-4 Part
2 using GoP structure G16-B3. The chosen quantization parameters correspond to the range of average PSNR qualities from approximately 30 dB (acceptable quality) to at least 40 dB (high quality). We selected the GoP structures so that overall the highest RD efficiency is achieved for each encoder, as we observed in Section V. This way we are able to study the implications of the higher rate variability of hierarchical B frames which result in higher RD efficiency at the expense of a significant increase in computational complexity.

2) Results for $J_{\text{max}}$: Fig. 9 depicts the RD curves and $J_{\text{max}}$ simulation curves that are obtained with $\epsilon = 10^{-5}$ for the five sequences. Next, we discuss the $J_{\text{max}}$ simulation curves for H.264/AVC encodings ($SIM-G16B3-H.264$), for H.264 SVC encodings ($SIM-G16B15-SVC$), and for MPEG-4 Part 2 encodings ($SIM-G16B3-MP4$).

For each sequence, the average bit rate difference between the three encoders is immediately clear. The $J_{\text{max}}$ curves in the quality range up to 35 dB demonstrate a significant increase in the number of streams that the link supports for the H.264 SVC and H.264/AVC encodings compared to MPEG-4 Part 2. However, the $J_{\text{max}}$ values are affected by the rate variability of the video traffic. To illustrate this effect, we additionally plot the $J_{\text{max}}$ curves corresponding to the multiplexing of perfect constant bit rate (PCBR) traffic, denoted by $\text{PCBR}$ in Fig. 9. We define PCBR video traffic as the sequence of identical frame size values that are all equal to the average frame size of the video stream. Hence, the rate variability of a PCBR video stream is zero and $J_{\text{max}}$ is determined by dividing the link capacity $C$ by the stream’s average bit rate, resulting in the theoretical maximum value for $J_{\text{max}}$. Comparing the $J_{\text{max}}$ curves of the unsmoothed VBR traffic with those of the PCBR video traffic, we observe large differences that are attributable to the rate variability. The VBR traffic clearly results in fewer supported streams on the link than the PCBR video traffic. We also observe for all sequences that the gap between the PCBR $J_{\text{max}}$ curves of the H.264 SVC and the H.264/AVC encodings is much wider than the gap between the corresponding H.264 SVC and H.264/AVC VBR traffic curves. This indicates that the relatively large reduction in the average bit rate with H.264 SVC compared to H.264/AVC translates generally into only relatively small increases in the number of supported H.264 SVC VBR traffic streams compared to the number of H.264/AVC streams, providing evidence of the profound impact of the rate variability increase of H.264 SVC on $J_{\text{max}}$ compared to H.264/AVC. We remark that there is no data available for the MPEG-4 Part 2 curves in Figs. 9 (a), (b), and (e) below respectively 35 dB, 34 dB, and 32.5 dB. The reason is that for these sequences the lowest quality is achieved around these qualities.

In Fig. 10, we zoom in on the high quality range (>35 dB) of Fig. 9. In the high quality range, the average bit rates of the streams are quite large compared to $C$. Therefore, the number of streams that can be supported by the link is relatively small and as a result the statistical multiplexing effect that mitigates the rate variability of the streams is reduced. We observe that the gap between the $J_{\text{max}}$ curves of the unsmoothed H.264/AVC and H.264 SVC traffic is quite narrow for all sequences. Very interesting is that the $J_{\text{max}}$ curves of the Sony Demo and NBC 12 News intersect around 35 dB when the number of multiplexed streams drops below approximately 20. This is a very important observation, because this means that the RD efficiency gain of H.264 SVC is completely compensated by the associated increased rate variability. For very high quality (>38 dB) the H.264 SVC $J_{\text{max}}$ curve for the Sony Demo sequence even approaches the MPEG-4 Part 2 $J_{\text{max}}$ curve, and surprisingly, for the NBC 12 News sequence the
H.264 SVC $J_{\text{max}}$ curve is below the MPEG-4 Part 2 $J_{\text{max}}$ curve.

While the RD gains of H.264 SVC compared to the other two encoders are generally the largest for high qualities, this advantage does not necessarily translate into effective gains in the number of supported streams. On the contrary, the very advanced H.264 SVC encoder is outperformed by the MPEG-4 Part 2 encoder in case of the complex NBC 12 News sequence at very high qualities. The above observations are clearly dependent on the video content, but also on the number of multiplexed streams. Therefore, in Section VI-B.3 we perform a second set of simulations that estimate the required link capacity given the number of supported streams subject to a maximum information loss probability.

Next, we provide in Fig. 11 the detailed analysis of the $J_{\text{max}}$ gains of H.264 SVC with respect to H.264/AVC for the information loss probability $\epsilon = 10^{-3}$. Each plot shows two $J_{\text{max}}$ curves and two $RD$ curves for respectively H.264/AVC ($G16-B3$) and H.264 SVC ($G16-B15$). A quick survey of the $J_{\text{max}}$ curves shows a significant increase of the number of streams that the link supports for the H.264 SVC encodings compared to H.264/AVC, especially in the lower half of the quality range in each figure.

To obtain insight into the stream gains versus the bit rate gains, we fit fourth order polynomials (least mean squares fit) through each set of $J_{\text{max}}$ simulation points and corresponding $RD$ points. These fitted polynomials allow for the resampling of the curves and for the computation of relative gains (%) based on samples with corresponding average qualities (PSNR). We define the RD gain or average bit rate gain as the difference between the bit rates of two streams with identical average qualities, respectively encoded with H.264/AVC and SVC. We divide this difference by the H.264/AVC bit rate and express it as a percentage in Fig. 12. We define the $J_{\text{max}}$ gain or supported stream gain as the difference between the $J_{\text{max}}$ value of the SVC stream and the $J_{\text{max}}$ value of the H.264/AVC stream, again for identical qualities. We divide this difference by the $J_{\text{max}}$ value of the SVC stream and express it as a percentage in Fig. 12. Positive gains correspond to an increase in the number of supported streams and a reduction in the average bit rate of H.264 SVC. The reason for this choice of gain definitions is explained next.

In Fig. 12, the linear trend curves represent the average bit rate gains as a function of the average quality and the parabolic trend curves represent the supported stream gains. We observe that the average bit rate gains exceed 10% and reach values of more than 25%. In the perfect constant bit rate streaming scenario (PCBR), the average bit rate determines the number of supported streams on the link. This implies that the supported stream gains equal the bit rate gains according to our gain definitions above. However, in our streaming scenario, this is clearly not the case as we observe supported stream gains that are significantly smaller than the bit rate gains for the entire range of average qualities. Secondly, the supported stream gain curves reach a maximum and are parabolic in contrast to the linear bit rate gain curves. Therefore, the observed gain differences between the bit rate gains and the supported stream gains depend on the average quality of the stream. Since supported stream gains differ strongly with the video sequence, there is a strong content dependency as well. All these observations point to the strong implications of the bit rate variability of the stream under test, which results in significant supported stream losses compared to the PCBR scenario. There can even be negative gains of supported streams or, equivalently, fewer streams are supported by the link with H.264 SVC than with H.264/AVC even though there is a significant bit rate gain (i.e., average bit rate reduction) with H.264 SVC compared to H.264/AVC. This is the case for high quality encodings of the sequences NBC 12 News (>$36$dB), Sony Demo (>$35$dB), and Tokyo Olympics.
From these observations, we could conclude that the average bit rate efficiency improvements of H.264 SVC, using the \textit{G16-B15} GoP structure and hierarchical B frames, result in significant gains in the number of streams supported with bufferless statistical multiplexing over a wide average quality range compared to H.264/AVC, using the \textit{G16-B3} GoP structure and classical B frames. However, this conclusion does not consider the complexity increase of the \textit{G16-B15} GoP structure based on hierarchical B frames. The \textit{G16-B15} structure contains 15 B frames (per I frame), while the \textit{G16-B3} structure contains 12 B frames and 3 P frames (per I frame). If we consider P frames about half as complex as B frames, then a basic complexity estimate suggests that the \textit{G16-B15} structure is 12.5\% more complex than the \textit{G16-B3} structure. We consider hierarchical B frames to have the same complexity as classical B frames. If we take this complexity increase into account and expect at least a 10\% increase in the number of supported streams to warrant the extra complexity cost, then we observe from Fig. 12 (10\% line is double line in graphs) that the supported stream gain curve for the \textit{Sony Demo} sequence falls completely below the 10\% gain increase line. Also a large portion of the \textit{NBC 12 News}, and \textit{Tokyo Olympics} sequences’ quality range would not benefit from the extra encoding complexity. Hence, in these circumstances the extra complexity may not be warranted, even though there is a clear rate-distortion benefit.

3) Results for $C_{\text{min}}$: In the second set of simulations, we examine the effect of the rate variability increase on statistical multiplexing from the perspective of the minimum link capacity $C_{\text{min}}$ that accommodates a prescribed number of unsmoothed streams $J$. Fig. 13 depicts the $C_{\text{min}}$ curves for the five long CIF sequences. The simulations are provided for $J = 4, 16, \text{and} 64$, for $\epsilon = 10^{-5}$. The $C_{\text{min}}$ curves allow for examining the impact of the rate variability increase of H.264 SVC for a predetermined number of streams $J$ over the entire quality range. The study of the statistical multiplexing behavior for a small number of streams is important in the scenario of a low bandwidth link with a small number of streams, and in the scenario of a high bandwidth link with a few very high quality streams. The smaller $C_{\text{min}}$, the smaller the network resource requirements. We have not included the 90\% confidence intervals in Fig. 13, because they are very small and would make the figures very cluttered.

For $J = 64$ we observe that the $C_{\text{min}}$ values are lower for the H.264 SVC streams than for H.264/AVC streams. The link capacity difference is particularly significant in the high quality range ($> 35\, \text{dB}$). An exception is the \textit{NBC 12 News} sequence which exhibits a reversal of the curves, i.e., lower $C_{\text{min}}$ for H.264/AVC than for H.264 SVC in the very high quality range ($> 38\, \text{dB}$). Generally, in the quality range below 35 dB, the $C_{\text{min}}$ differences become relatively small. However, both encoders have a clear advantage over MPEG-4 Part 2.

When we reduce the number of streams to $J = 16$, the statistical multiplexing effect is less able to compensate bit rate variabilities, as is evidenced in Fig. 13. For all sequences, the H.264/AVC streams are accommodated by $C_{\text{min}}$ values that are smaller than or nearly equal to the values for the H.264 SVC streams, despite the lower average bit rates of the SVC streams. H.264 SVC still outperforms MPEG-4 Part 2 over the entire quality range and for all sequences.

For a small number of multiplexed streams, such as $J = 4$, the increased rate variability of H.264 SVC results in $C_{\text{min}}$ values that are overall comparable to those of multiplexed MPEG-4 Part 2 streams. For the \textit{Sony Demo} sequence, the H.264/AVC streams require the lowest link capacity values in the
high quality range, while H.264 SVC has comparable performance to MPEG-4 Part 2. Below 35 dB, the $C_{\text{min}}$ values are comparable for all encoders. For the Star Wars 4 sequence, the MPEG-4 Part 2 streams require significantly higher minimum link capacities than H.264 SVC, which in turn is outperformed by H.264/AVC. For the Silence of the Lambs and Tokyo Olympics sequences, we observe the surprising result that H.264 SVC requires the highest $C_{\text{min}}$ values over the entire quality range, and MPEG-4 Part 2 even outperforms H.264/AVC below, respectively, 38 dB and 36 dB. For the NBC 12 News sequence, H.264 SVC also has worst performance in the quality range above 35 dB.

From these minimum link capacity estimates, we conclude that the rate variability increase of H.264 SVC compared to H.264/AVC, which is due to hierarchical B frames with cascading quantizers, seriously affects the bufferless statistical multiplexing behavior. Even so, that for a relatively small number of multiplexed streams (<16), H.264/AVC generally results in lower $C_{\text{min}}$ requirements, while depending on the video sequence, H.264 SVC can even be outperformed by MPEG-4 Part 2 streams. We briefly explain these observation next.

$C_{\text{min}}$ can theoretically be determined by building the probability density distribution of the aggregated streams (aggregated frame sizes) and determining the capacity that results in a specified loss $\epsilon$. Since these distributions are long-tailed, for a small loss probability, such as $\epsilon = 10^{-5}$, the $C_{\text{min}}$ value is determined by the probability situated in the tail of the distribution. The distribution’s tail length (maximum aggregated frame size) is determined by the maximum frame size of the multiplexed stream. We have observed that H.264 SVC streams ($G16-B15$) have larger maximum frame sizes than H.264/AVC streams ($G16-B3$) for approximately the same average video quality. The larger maximum frame sizes of H.264 SVC are caused by the cascading quantizers of H.264 SVC that assign a different quality or quantizer parameter to frames of different temporal layers. Since I and P frames need the highest quality, they are also assigned the smallest quantizer parameter, while subsequent temporal layers are assigned larger quantizers and, hence, lower quality, as explained in Section III-C. For H.264 SVC with GoP structure $G16-B15$, i.e., with five temporal layers, this means that to achieve a similar average quality as for H.264/AVC with classical B frames, the qualities of the H.264 SVC I frames must be higher than the qualities of the H.264/AVC I frames. Consequently, the H.264 SVC I frame sizes will be larger than the H.264/AVC I frame sizes. This means that the aggregated stream distributions of H.264 SVC streams will have longer tails than the distributions of H.264/AVC streams. Since the $C_{\text{min}}$ value for small losses is dependent on the probability in the tail and the tail length, H.264 SVC can have higher $C_{\text{min}}$ values than H.264/AVC, even though H.264 SVC has smaller average frame sizes than H.264/AVC.

VII. Conclusions

We have examined in detail the network traffic characteristics of variable bit rate H.264/AVC and H.264 SVC single-layer (non-scalable) encoded video. We have focused on a set of long video test sequences with a wide range of typical texture and motion features. In summary, we found the following distinct characteristics of the H.264/AVC and H.264 SVC video traffic:

- From our joint characterization of the average bit rate and bit rate variability for a fixed desired video quality, we confirmed that H.264/AVC, and H.264 SVC codecs lead to significant average bit rate savings with respect to the MPEG-4 Part 2 codec. At the same time, the variability of the
H.264/AVC and H.264 SVC video traffic is significantly higher than the variability of the MPEG–4 Part 2 video traffic. Whereas the coefficient of variation (standard deviation normalized by mean) of the frame sizes reaches levels above 2.4 for H.264/AVC, and even above 3.0 for H.264 SVC, it does generally not exceed 1.5 with MPEG–4 Part 2 [24], [30].

- The comparison between classical B frames (default in H.264/AVC) and hierarchical B frames (H.264 SVC), based on four GoP structure patterns that are supported by the encoders (G16-B1, G16-B3, G16-B7, and G16-B15), indicates that hierarchical B frames outperform classical B frames at the expense of higher rate variability. From the four tested GoP structures, G16-B3 results in the best RD efficiency for H.264/AVC with classical B frames and G16-B15 results in the best RD efficiency for H.264 SVC with hierarchical B frames.

- Depending on the application scenario, it may be possible to smooth the video traffic before sending it into the network, thus reducing the traffic variability at the expense of introducing smoothing delay. We observed that the smoothed H.264/AVC and H.264 SVC video traffic exhibits variabilities at the same level or above the unsmoothed MPEG–4 Part 2 video traffic, indicating that even when smoothing is employed, the transport mechanisms for the new H.264/AVC (and extensions) video will need to be designed to accommodate substantial traffic variabilities.

- Our streaming simulation studies demonstrated (i) that the increased bit rate variability results in significantly higher frame losses for H.264/AVC encoded video compared to MPEG–4 Part 2 encoded video when transmitting a single video stream over a bottleneck link, and (ii) that for bufferless statistical multiplexing, a significant improvement in bit rate-distortion efficiency does not suffice to conclude that there is an equal gain in the number of streams that can be statistically multiplexed onto a link subject to an information loss probability constraint. We have thus demonstrated the relevance and importance of investigating the implications of increased video traffic rate variabilities for video network transport, and that solely focusing on rate-distortion efficiency improvements may not necessarily lead to optimal operating points for all networking scenarios.

There are several directions for important future work. One direction is to examine the suitability of existing traffic models and video transport mechanisms for H.264/AVC and SVC video traffic. The existing traffic models, such as [16]–[23], and video transport mechanisms for a wide range of communication networks, including general IP networks, see e.g., [51]–[54], wireless networks, see e.g., [55]–[57], and peer-to-peer network [58]–[60], were primarily developed based on MPEG–4 Part 2 video traffic. It is therefore necessary to examine how well these existing traffic models describe and how efficiently the existing mechanisms can transport the significantly more variable H.264/AVC and SVC video traffic. If necessary the existing traffic models and transport mechanisms need to be extended to accommodate the unprecedented variability of the H.264/AVC and SVC video traffic.
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Fig. 2. RD and VD curves comparing GoP structures G16-B1, G16-B3, G16-B7, and G16-B15 for *Silence of the Lambs*. 
Fig. 3. Frame size plots of *Silence of the Lambs* G16-B3 encodings.
Fig. 4. Frame size histogram plots of *Silence of the Lambs* G16-B3 encodings.
Fig. 5. Frame size autocorrelation plots of *Silence of the Lambs* G16-B3 encodings.
Fig. 6. GoP size autocorrelation plots of *Silence of the Lambs* G16-B3 encodings.
Fig. 7. VD curves for *Silence of the Lambs* with GoP structure G16-B3, unsmoothed and smoothed (sm).

Fig. 8. VD curves for *Star Wars IV* with GoP structure G16-B3, unsmoothed and smoothed (sm).
Fig. 9. $J_{\text{max}}$ simulation (SIM) and RD curves for five long CIF sequences encoded with H.264/AVC (G16-B3), H.264 SVC (G16-B15), and MPEG-4 Part 2 (G16-B3). The channel capacity is $C = 20$ Mbps and the bit loss probability is $\epsilon = 10^{-5}$. Perfect CBR (PCBR) $J_{\text{max}}$ curves are included for reference.
Fig. 10. Detail plots for the quality range 35–40/42 dB of the $J_{\text{max}}$ simulations in Fig. 9. Perfect CBR (PCBR) $J_{\text{max}}$ curves are included for reference.
Fig. 11. $J_{\text{max}}$ simulation (SIM) and RD curves for five long CIF sequences encoded with H.264/AVC (G16-B3) and H.264 SVC (G16-B15). The channel capacity is $C = 20$ Mbps and the bit loss probability is $\epsilon = 10^{-3}$. 
Fig. 12. $J_{\text{max}}$ and $RD$ gain curves (%) corresponding to Fig. 11.
Fig. 13. Minimum channel capacity $C_{\text{min}}$ simulation results for five long CIF sequences encoded with H.264/AVC (G16-B3), H.264 SVC (G16-B15), and MPEG-4 Part 2 (G16-B3). The bit loss probability is $\epsilon = 10^{-5}$. $C_{\text{min}}$ curves are provided for the number of streams $J = 4, 16,$ and 64.